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Abstract—A word line pulse (WLP) circuit scheme is proposed toward the implementation of magnetoelectric random access memory (MeRAM). The circuit improves the write error rate (WER) and cell area efficiency by generating a better write pulse compared to conventional bitline pulse (BLP) techniques in terms of the pulse slew rate and amplitude. For the voltage-controlled magnetic anisotropy-induced precessional switching of the magnetic tunnel junction (MTJ), the write pulse shape has a large impact on the switching probability. Typically, a square shape pulse results in higher switching probability compared to that of a triangular shape pulse with long rise and falling edges, since the square shape pulse causes a more stable precessional trajectory of the free layer magnetization by providing a relatively constant in-plane-dominant effective field. Compared to the BLP scheme, the WLP circuit can generate a better square shape pulse by eliminating discharge paths under the pulse condition, using the gain of the access transistor, and effectively diminishing the capacitive loading which needs to be driven. A macrosopic compact model of voltage-controlled MTJ shows that the WLP can improve WER by 10^7 times and allow MeRAM to have four-time improvement in area efficiency of driver circuits compared to the BLP.

Index Terms—Magnetic tunnel junction (MTJ), magnetoelectric random access memory (MeRAM), voltage controlled magnetic anisotropy (VCMA), word line pulse (WLP), write error rate (WER).

I. INTRODUCTION

MAGNETIC tunnel junctions (MTJs) are promising next-generation memory devices which provide two distinct resistance states by changing their magnetic orientation. The spin transfer torque (STT) effect has been widely used to switch an MTJ state by creating a spin-polarized current [1]–[4]. However, the STT-based switching method intrinsically causes a significant ohmic loss (∼100 fJ/bit), because a relatively large amount of charge current (>2 MA/cm²) is required to generate spin torque for switching.

Recently, there has been increasing interest in precessional (i.e., resonant) switching via the voltage-controlled magnetic anisotropy (VCMA) effect, which ideally does not involve any Ohmic dissipation, resulting in low switching energy (down to ∼1 fJ/bit) [5]–[9]. Also, the precessional switching of the perpendicularly magnetized voltage-controlled MTJ (VC-MTJ) offers the advantage of high-switching speed (down to ∼100 ps).

Magnetoelectric random access memory (MeRAM) uses VC-MTJ as a memory element in its one transistor and one MTJ cell structure with an access transistor as shown in Fig. 1, taking advantage of high speed and low energy switching. Moreover, MeRAM also offers an advantage in terms of enhanced bit density, ∼8 F² unit cell area based on a special layout, because the VCMA effect allows the MeRAM cell to have a minimum size access transistor [10], and VC-MTJs can be fabricated on top of access transistors via back-end-of-line processes. Furthermore, MeRAM has very high endurance (∼10¹⁰) compared to other nonvolatile memories, since the operation mechanism does not require physical displacement of atoms or ions, hence preventing permanent physical damage [11].

These characteristics allow MeRAM to be a promising candidate for main memory (e.g., dynamic RAM) and embedded (e.g., static RAM) memory applications. In addition to fulfilling the key performance requirements (high speed, high density, unlimited endurance, and low write energy) for embedded applications, MeRAM provides nonvolatility (retention time >10 years), reducing the static power of memory systems further, which is one of the primary concerns in volatile memory in advanced CMOS processes [12], [13].
However, to enable MeRAM to be realized in practical embedded system memory applications, low write error rate (WER) needs to be achieved. Write error in MeRAM is mainly caused by a degraded write pulse (e.g., slew rate and duration), and can limit its applications in high-speed memories. As an example, if WER is relatively high (e.g., $\sim 10^{-3}$), multiple write operations are required to achieve an acceptable bit error rate (BER) (i.e., $<10^{-9}$) [14]; hence, the total write access time could become too long to meet the speed requirement of embedded system memory. Although the WERs based on the VCMA effect assisting STT or spin Hall effect switching methods are less sensitive to the write pulse shape and duration, they require additional time and energy compared to pure VCMA driven precessional switching [15]–[17].

The main contribution of this paper is to address the WER challenge as described above by using a new scheme to improve the write pulse shape for a significant reduction of WER based on four-time smaller word line (WL) and bitline (BL) drivers compared to a conventional method.

The remainder of this paper is organized as follows. Section II briefly explains the physics of the VC-MTJ, its precessional switching process, and the macrospin VC-MTJ compact model simulations. Section III introduces the proposed word line pulse (WLP) scheme and its simulation results. The evaluation of the WLP is discussed in Section IV, the scalability of MeRAM is analyzed in Section V, and the conclusions are drawn in Section VI.

II. COMPACT MODEL OF MAGNETIC TUNNEL JUNCTION

A VC-MTJ consists of two ferromagnetic layers (e.g., CoFeB) separated by a tunneling barrier (e.g., MgO) as shown in Fig. 1 where the magnetic moment of one layer (pinned layer) is fixed, and the other layer (free layer) can freely switch its magnetization via electrical or magnetic bias condition. Two energetically stable states exist in this device based on the magnetization of the free layer. The parallel state (P) occurs when the magnetic moments of the both layers are aligned in the same direction giving rise to a low resistance ($R_P$); on the other hand, the antiparallel state (AP) occurs when the magnetic moment of the free layer is magnetized in the opposite direction to that of the pinned layer giving rise to a high resistance ($R_{AP}$).

To make perpendicularly magnetized VC-MTJs, the interfacial perpendicular magnetic anisotropy (PMA) should be enhanced by adjusting the thickness of the ferromagnetic layers and using suitable materials for fabrication [9]. Perpendicularly magnetized devices typically have ultrathin ($<2$ nm) ferromagnetic layers. Since electric fields cannot be screened by the conductivity of the ferromagnetic material, the magnetic properties (e.g., PMA) are modulated by the applied electric field due to interface effects [11].

The switching dynamics of the free layer magnetic moment ($\vec{m}$) is described via a Landau–Lifshitz–Gilbert (LLG) equation in the presence of an effective field ($\vec{H}_{\text{eff}}$) [18]:

$$\frac{d\vec{m}}{dt} = -\gamma' \vec{m} \times (\vec{H}_{\text{eff}} - \vec{H}_{\text{th}}) - \alpha \gamma' \vec{m} \times (\vec{m} \times \vec{H}_{\text{eff}})$$

where $\alpha$ is the damping factor, $\vec{m}$ is a unit vector in the direction of the magnetization, and $\gamma'$ is the absolute value of the gyromagnetic ratio and the relative permeability of the free layer ($\gamma' = \frac{1}{1+\alpha^2}$). $\vec{H}_{\text{th}}$ is the thermal noise term. Although the LLG equation in the compact model is expanded to account for the STT effect and field-like torque, (1) does not show them because their effects are negligible in the VC-MTJ due to a relatively thick MgO thickness ($>1.5$ nm). The first term in the (1) is responsible for precessional motion, the circular rotation around the unit sphere, and the second term provides a damping torque that makes $\vec{m}$ align with $\vec{H}_{\text{eff}}$. $\vec{H}_{\text{eff}}$ can be represented by several magnetic anisotropies as follows [8], [11]:

$$\vec{H}_{\text{PMA}} = \vec{H}_{\text{PMA}} - \vec{H}_{\text{VCMA}} + \vec{H}_{\text{ext}} + \vec{H}_{\text{dem}}.$$  

$\vec{H}_{\text{PMA}}$ is the PMA, which is observed in the interface between an MgO and a CoFeB layer, and $\vec{H}_{\text{VCMA}}$ is the VCMA effect that modulates $\vec{H}_{\text{PMA}}$ based on the amplitude and polarity of the applied voltage. These two components are modeled as follows [8], [11]:

$$\vec{H}_{\text{PMA}} = \frac{2\gamma}{t_0 \mu_0 M_S} m_z \hat{z}$$

$$\vec{H}_{\text{VCMA}} = \frac{2\gamma_{\text{VTJ}}}{t_0 \mu_0 M_S d_{\text{MgO}}} m_z \hat{z}$$

where $K_i$ is the PMA coefficient (interfacial anisotropy), $\xi$ is the VCMA coefficient, $V_{\text{VTJ}}$ is the voltage across the VC-MTJ, $t_0$ and $d_{\text{MgO}}$ are thickness of the free layer and the tunnel oxide, respectively, and $M_S$ is the saturation magnetization. $\vec{H}_{\text{ext}}$ is the external magnetic field, which is represented with a constant in-plane field (\(\hat{x}\)-axis) in the compact model. $\vec{H}_{\text{dem}}$ is the demagnetization field, described by (5), originating from the shape anisotropy where $N_z$ and $N_{x,y}$ are the demagnetizing tensors for (z-axis) and (x- and y-axis), respectively:

$$\vec{H}_{\text{dem}} = (N_z - N_{x,y}) M_s \hat{z}.$$  

The thermal noise, which creates random fluctuations of the free layer magnetization, is included in the precessional term of LLG equation and modeled by

$$\vec{H}_{\text{th}} = \bar{\sigma} \sqrt{\frac{2k_B T \gamma}{\mu_0 M_S}} V' \Delta t$$

where $k_B$ is the Boltzmann’s constant [J/K], $T$ is the temperature [K], $V$ is the volume of the free layer [$m^3$], and $\Delta t$ is the simulation time step. $\bar{\sigma}$ is a unit vector whose $\hat{x}$, $\hat{y}$, and $\hat{z}$ components are independent Gaussian random variables with a mean of 0 and a standard deviation of 1. These components are produced using the built in Verilog-A random number generator functions.

Precessional switching is done via the use of a short pulse across the VC-MTJ, as shown in Fig. 2. At the zero bias condition (at $t_0$), the magnetic moment $\vec{m}$ of the free layer is aligned with the out-of-plane $\hat{z}$ axis, since the PMA ($\vec{H}_{\text{PMA}}$) is the dominant component of $\vec{H}_{\text{eff}}$. However, actual $\vec{m}$ is slightly tilted (13.5°) to one side due to the in-plane (\(\hat{x}\)-axis) $\vec{H}_{\text{ext}}$. When the voltage bias condition is supplied ($V_{\text{MTJ}} = V_F$) between $t_1$ and $t_2$, the VCMA effect cancels out the PMA,
Fig. 2. Illustration of VCMA-induced precessional switching mechanism in the free layer of a perpendicularly magnetized VC-MTJ. (a) Under zero electric bias condition \((V_{MTJ} = 0 \text{V}, t < t_0)\), the free layer is aligned with the out-of-plane direction because the PMA \(\vec{H}_{PMA}\) is a dominant component in \(\vec{H}_{eff}\). (b) When an applied voltage across the device reduces \(\vec{H}_{PMA}\) via the VCMA effect, the magnetic moment starts to precess around the in-plane direction. (c) If the width of the applied pulse is designed to coincide with half the precession period, a full 180° switching can be achieved. Note that voltage with opposite polarity cannot switch the device because it enhances \(\vec{H}_{PMA}\).

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>MTJ diameter</td>
<td>(l)</td>
<td>60</td>
<td>nm</td>
</tr>
<tr>
<td>MgO thickness</td>
<td>(d_{MgO})</td>
<td>1.62</td>
<td>nm</td>
</tr>
<tr>
<td>Free layer thickness</td>
<td>(t_f)</td>
<td>1.1</td>
<td>nm</td>
</tr>
<tr>
<td>TMR</td>
<td>(TMR)</td>
<td>100</td>
<td>%</td>
</tr>
<tr>
<td>Temperature</td>
<td>T</td>
<td>300</td>
<td>K</td>
</tr>
<tr>
<td>Damping factor</td>
<td>(\alpha)</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>Saturation magnetization</td>
<td>(M_s)</td>
<td>1.2 \times 10^6</td>
<td>A/m</td>
</tr>
<tr>
<td>PMA coefficient</td>
<td>(K_i)</td>
<td>1.06 \times 10^{-3}</td>
<td>J/m²</td>
</tr>
<tr>
<td>VCMA coefficient</td>
<td>(\xi)</td>
<td>61</td>
<td>fJ/V·m</td>
</tr>
<tr>
<td>Demagnetizing tensor ((z))</td>
<td>(N_z)</td>
<td>0.96</td>
<td></td>
</tr>
<tr>
<td>Demagnetizing tensor ((x,y))</td>
<td>(N_{x,y})</td>
<td>0.02</td>
<td></td>
</tr>
</tbody>
</table>

In addition to the timing of the applied pulse, the dynamics of the magnetic moment is largely affected by the pulse shape, in particular, the rising and falling time of the pulse. To create a stable precessional motion, \(\vec{H}_{eff}\) needs to be a constant field, pointing in the in-plane direction, during the electric bias condition. Otherwise, the trajectory of the magnetic moment deviates from the precessional route. Fig. 3 shows two simulation results of the magnetization dynamics based on the macrospin model where a square shaped pulse [see Fig. 3(a)] and a triangular shaped pulse [see Fig. 3(b)] are applied. Fig. 3(c) and (d) shows 3-D magnetic moment trajectories induced by a square shaped pulse and a triangular shaped pulse, respectively. Parameters of the macrospin compact model are shown in Table I. In the case of applying a square pulse, the initial state of free layer is the P state \((m_z = -1)\) and it starts to precess around the \(\hat{x}\) axis at \(t = t_{0.a}\). Since the PMA is abruptly reduced by the VCMA, which gives rise to a relatively constant in-plane component of \(\vec{H}_{eff}\), the magnetic moment of the free layer can have a stable precessional trajectory and switch to the AP state \((m_z \approx 1)\) at \(t = t_{1.a}\). However, in the case of applying a triangular pulse, the direction of \(\vec{H}_{eff}\) is no longer in-plane. Instead, \(\vec{H}_{eff}\) gradually changes its direction from out-of-plane to in-plane as a function of time, which in turn causes an unstable precessional motion. At the endpoint of the triangular pulse \((t = t_{1.b})\), the magnetic moment cannot reach 180° reorientation \((m_z \approx 0.72)\). After removing the pulse, the magnetic moment converges to the AP state via the damping and precessional motion driven by the PMA. During this process, the device becomes susceptible to thermal noise, which can produce a switching fail and increase the WER.

III. PROPOSED WL PULSE SCHEME

A. Method

Instead of applying the write pulse to the BL, called BLP, we propose a method of applying the write pulse to the WL, which is referred to as WLP. The WLP can create a better square shaped write pulse across the VC-MTJ, which in turn improves switching probability, and minimize the area overhead (e.g., driver size). There are three reasons why the WLP can have a better pulse shape compared to the conventional bitline pulse (BLP) scheme [14]: 1) eliminating discharge path during applying a pulse on the WL; 2) using the gain of the access transistor; and 3) reducing the capacitive loading which needs to be driven. Further explanation of the reasons will be discussed in the following.
Fig. 4. Schematic of cell array architecture, including the BL driver and WL driver. The number of access transistors connecting the WL and the WL length determines its capacitive loading $C_{WL}$. The number of VC-MTJs connecting the BL and the BL length decide its capacitive loading $C_{BL}$. The size of the drivers are carefully chosen based on the magnitude of the capacitance of each line to generate a suitable pulse shape.

Fig. 5. (a) Conventional BLP scheme. After the WL driver completes charging the WL up to VDD, the BL driver applies a write pulse to the BL. (b) Proposed WLP scheme. The BL and DR are precharged to VDD, and then, a write pulse is applied to the WL via the WL driver. The WLP can make a better square shape write pulse based on the same size driver compared to the write pulse from the BLP.

The control signals of the conventional BLP are shown in Fig. 5(a) where the Driver’s input for Word Line (DWL) and the Driver’s input for Bit Line (DBL) enable the WL driver and the BL driver, respectively. The DWL and DBL are their complementary signals. We assume that the rising and falling time of the control signals are 100 ps. For the BLP, the WL driver is enabled first at $t = t_{WL_a}$, which charges up the selected WL to Voltage Drain-to-Drain (VDD), turning on the access transistor (N7). Then, the BLB triggers the BL driver that starts to charge up the BL at $t = t_{BL_d}$. However, this scheme deforms the write pulse shape because the BL driver directly drives the entire BL capacitance loading $C_{BL}$, and some portion of the electric charge leaks through the unselected MeRAM cells, which prohibits the BL from reaching VDD within a 1 ns period and increases the rising time of the write pulse.

By contrast, in the case of the WLP, the waveform of the control signals (DWL and DBL) are shown in Fig. 5(b). The BL is charged first up to VDD, and the drain (DR) of the access transistor (N7) is also charged up to VDD since the N7 turns OFF at $t = f_{BL_d}$. Then, the WL driver is enabled and starts to increase the WL potential at $t = t_{WL_b}$. The slew rate of the WL is improved by 20% compared to that of the BLP since the gate of the access transistor (N7) provides a high input resistance, eliminating a discharge path. Furthermore, the WLP can efficiently utilize the current gain of the access transistor N7 through a common-source stage. Even below the threshold of the N7, the current flowing through N7 exponentially increases as a function the WL voltage. Above the threshold, the provided current increases quadratically as the WL voltage increases further.

Last but foremost, the WL voltage rapidly discharges the DR node to ground via the N7 transistor, since the capacitance loading on the DR node consists only of the VC-MTJ and the access transistor (N7) itself, which is significantly smaller than the $C_{BL}$. The effects create a better square shape pulse across the VC-MTJ, allowing the circuit to achieve more reliable write operation.

B. Simulation Results

The resistance and capacitance of the BL and the WL in an array level can be calculated via the cell dimension, the sheet resistance, and the capacitance per unit length. We assumed that the sheet resistances of the metal layer for the BL and WL is 0.14 $\Omega/\square$, and the capacitance per unit length is 0.2 $fF/\mu m$ when the metal width is equal to 0.1 $\mu m$. Based on 28-nm technology node with $25F^2$ cell size ($F$ is the minimum feature size), the dimension of the unit cell is 0.14 $\mu m \times 0.14$ $\mu m$. If the width and length of the access transistor (a standard logic transistor) are 100/30 nm, its gate capacitance and junction capacitance are 57 and 48 aF, respectively. Table II shows the estimated values of $RC$ loading on the WL and the BL in the array.

The voltage across the VC-MTJ ($V_{MTJ}$) is the potential difference between the BL and the DR nodes ($V_{BL} - V_{DR}$). Fig. 6 shows $V_{MTJ}$ with a corresponding VC-MTJ resistance change based on the BLP (black) and the WLP (red) as a function of the capacitive loading on the BL and the WL.
TABLE II
RESISTIVE AND CAPACITIVE LOADS ON THE BL AND THE WL

<table>
<thead>
<tr>
<th># of cells</th>
<th>BL</th>
<th>WL</th>
</tr>
</thead>
<tbody>
<tr>
<td>128</td>
<td>8</td>
<td>45</td>
</tr>
<tr>
<td>256</td>
<td>17</td>
<td>90</td>
</tr>
<tr>
<td>512</td>
<td>33</td>
<td>179</td>
</tr>
<tr>
<td>1024</td>
<td>66</td>
<td>358</td>
</tr>
</tbody>
</table>

*28 nm node, 25F² unit cell size

As the capacitive loadings increase, the write pulse is severely degraded especially in the BLP case. Eventually, it fails to switch the VC-MTJ with 

\[ C_{BL} = 30 \text{ fF}, \]

which is approximately equivalent to the number of 512 memory cells on the BL, since the pulse become a triangular shape and its amplitude also diminishes. In contrast, the WLP generates a square shape write pulse even under the largest loading of 40 fF and succeeds in switching the device.

The write pulse from the BLP becomes degraded as the capacitance increases, and fails to switch the device beyond 30 fF. The WLP generates a square shape write pulse even under the largest loading of 40 fF and succeeds in switching the device.

A quantitative evaluation of switching probability (or WER) will be discussed in the next section.

IV. EVALUATION

A. Write Error Rate

The WER, defined as the number of switching failures divided by a total number of write trials, is an important indicator to evaluate the performance of a write operation. Specifically, the WER influence the total access time of a memory system [14]. Because if a memory cell has a high WER at given write pulse, multiple write operations are necessary to achieve an acceptable BER, which is the maximum WER that can be successfully managed by an error correction code algorithm built in the memory system [19].

In order to understand which component is a dominant factor on the WER between the slew rate and the amplitude of the write pulse, we independently executed the WER via the macrospin compact model simulations with an ideal voltage source based on two conditions as shown in Fig. 7(a) and (b), respectively. Fig. 7 shows that the both components influence on the WER in an exponential manner since the energy barrier between the two states linearly decreases as a function of the applied voltage, and the slew rate decides the trajectory of the magnetic moment and the effective pulselwidth.

To quantitatively evaluate the performance of the BLP and the WLP, the WER of both cases are extracted via 10¹⁰ trials under the condition where both BL and WL drivers use the minimum size transistors for the fair comparison [20]. However, in the case of actual memory design, the size of drivers should be adjusted with respect to the capacitive loading to achieve an acceptable BER.

Fig. 8 shows the comparison result between the WER of the BLP and that of the WLP. Since the BLP fails to generate a proper write pulse in terms of slew rate and amplitude, the WER of the WLP is on average seven orders of magnitude lower than that of the BLP through the given capacitive loading (10–40 fF) based on the minimum size driver.

Note that the WER of the BLP with low capacitive loading (10 fF) is mainly due to the slew rate (rising time >0.3 ns) compared to that of the WLP because both schemes reach the same amplitude (≈1.1 V), as shown in Fig. 6(a). However,
as the capacitive loading increases, the amplitude of the write pulse becomes the main reason for such high WER of the BLP. Because the amplitude decreases with a faster rate compared to that of the slew rate (see Fig. 6), which exponentially increases the WER [see Fig. 7(b)].

B. Cell Area Efficiency

A simple way to improve the write pulse shape is to increase the size of the transistor in the drivers associated with the loadings on the BL or the WL. However, the increase in the driver size might limit the memory capacity in a given die area, resulting in low cell area efficiency. The cell area efficiency is typically used as a target parameter to compare the compactness of memory designs, which is defined as follows:

\[
\text{Cell Area Efficiency} = \frac{\text{Total Die Size}}{\text{Area}_{\text{cell array}}} = \frac{\text{Area}_{\text{cell array}}}{\text{Area}_{\text{cell array}} + \text{Area}_{\text{logic and analog circuit}}}
\]

(7)

To achieve a high cell area efficiency the logic and analog circuits should be minimized while fulfilling the required performances such as speed and power. In a typical MeRAM macro design, the BL drivers and WL drivers occupy 14% and 4% in the total die area, respectively. Such a high area occupancy rate for the BL drivers results from the fact that the BL drivers consist of relatively large size transistors, which need to drive a significant amount of capacitive loads within a nanosecond [21]. If we put the area of the logic and analog circuits into the (7), the cell area efficiency is 67.8%.

A reduction in the driver size may improve the cell area efficiency. The proposed WLP allows reducing the driver size while generating a good square shape pulse. Fig. 9(a) shows a required write pulse shape that provides an acceptable BER (< 10^{-9}). Fig. 9(b) presents a normalized driver size, which can generate the required write pulse shape, in a given capacitive loading. Compared to the driver size of the BLP, the WLP can produce the required write pulse by using a four-time smaller driver. Therefore, the WLP has the potential to reduce the occupancy rate of the drivers in the total die size, resulting in 76.8% cell area efficiency.

![Fig. 8: WERs of the BLP and the WLP with respect to the capacitive loading via 10^10 transient simulation trials with the minimum size driver. The WLP achieves on average seven orders of magnitude lower WER as compared to that of the BLP under the same condition (e.g., driver size, loading).](Image)

![Fig. 9: (a) Required pulse shape that achieves an acceptable BER (<10^{-9}). (b) Normalized driver size associated with a given capacitive loading to generate the required pulse shape. Note that the WLP allows a chip to have four times the area efficiency of drivers as compared to the BLP.](Image)

![Fig. 10: (a) Thermal stability as a function of voltage across the VC-MTJ. (b) Required VCMA coefficient and interfacial anisotropy as the VC-MTJ size is scaled while maintain the same value of the critical voltage (V_{C/\Delta M_{0}} = 1 \text{ V/nm}) and thermal stability (\Delta = 40).](Image)
to $K_A V_{MTJ}$ where the A is the device area. Hence, the interfacial anisotropy $K_i$ needs to be increased as the VC-MTJ size scales while maintaining the same level of thermal stability.

The ratio of critical voltage over thermal stability $V_C / \Delta_0$ can be represented as $d_{MgO} K T / \Delta A$. Therefore, as the device area scales down, the VCMA coefficient needs to be increased quadratically to compensate for the reduction of the VC-MTJ area $A$ to keep the same rate of the energy barrier controllability by using the applied voltage. Fig. 10(b) shows the required VCMA coefficient and interfacial anisotropy as the VC-MTJ size is scaled while maintaining the same value of the critical voltage ($V_C / d_{MgO} = 1 \text{ V/nm}$) and thermal stability ($\Delta_0 = 40$).

VI. CONCLUSION

We have proposed a WLP scheme that allows MeRAM to generate a better square shape write pulse compared to that of a conventional BLP scheme. The macrospin compact model simulation shows that a square pulse provides a stable precessional trajectory of the free layer magnetization, allowing a VC-MTJ to have greater immunity to thermal fluctuations. Under the same schematic condition (e.g., driver size, magnitude of loading), the WLP significantly outperforms the BLP in terms of WER and cell area efficiency.
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